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Question: Using a simple climate model and its AD-generated 
adjoint, can we perform a state estimation and recover realistic 
control parameters?



The Budyko-Sellers Model: A review from Day 3

● 3 tunable parameters: Diffusivity 
D, emissivity ϵ, albedo 𝛼

● 1 state variable: temperature Ts

● Converges to steady state 
representing zonal-average, 
time-mean temperature

tendency Insolation OLR Downgradient diffusion

Can we push the initial guess 
towards the target using the adjoint 
gradient to various controls? Set up as an optimization problem: 

minimize J = (Σ (Ti-Ti,Target)2)0.5/N



Exploration 1: Implement and compare 
various gradient descent algorithms

Steepest Descent: For a control vector Xi and gradient 
gi, let Xi+1 = Xi - agi using some learning rate a

Newton: Let Xi+1 = Xi - a(𝓗)-1g, where 𝓗 is the Hessian 
of J with respect to X

Quasi-Newton: Approximate B = (𝓗)-1 using cheaper 
resources (BFGS: store full approximate B, L-BFGS: 
calculate from last k control and gradient vectors

Tired of waiting for your 
gradient descent to 
converge? Try using 

quasi-Newton methods!
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Exploration 2: How does the estimate 
change as we add and normalize controls? 

Sensitive to 
choice of 

descent step 
and  threshold 

for cost 
function!

Albedo (a) + emissivity (e)
Initial guess a: 2nd Legendre polynomial, e : constant

Uncertainties for a and e have  different in 
magnitudes and vary spatially (Eg. Δa with latitude)

But I have a 
perfectly 
constant 
albedo of 0



budyko_sellers_controls.ipynb

budyko_sellers_state_estimation.ipynb

Product: two tutorial notebooks with self-contained state 
estimation procedures, easily expandable

https://github.com/ECCO-Summer-School/ESS25-Team_FLOW/blob/main/notebooks/budyko_sellers_controls.ipynb
https://github.com/ECCO-Summer-School/ESS25-Team_FLOW/blob/main/notebooks/budyko_sellers_state_estimation.ipynb


Reflections
● State estimation is hard! Even with 100-300 

controls, convergence was sensitive to initial guess, 
descent rate, algorithm used, constraints on controls, 
convergence conditions, and more.

● AD is also sensitive to data structures and other 
considerations in the cost function definition

● FORTRAN 77 
● Gained skills in AD (jax + tapenade), fortran, gradient 

descent, constraints on parameters

What would we do with 1 more week?

● How can we constrain uncertainties while also 
constraining the values of controls?

● Explore time dependence and hysteresis in the 
forward model–does this break our estimation?

● More complexity, more controls, more targets! 
(moisture?)
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