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The importance of open-boundary estimation for an Indian

Ocean GCM-data synthesis

by Kate Q. Zhang1 and Jochem Marotzke2

ABSTRACT
The Indian Ocean general circulation is estimated by étting the MIT Ocean General Circulation

Model to the annual mean climatological hydrography and surface forcing, using the model and its
computer-generated adjoint. Open boundary conditions are implemented to the west of the Indone-
sian Archipelago and near 30S. The approach simultaneously optimizes the initial conditions of the
hydrographic éelds, surface èuxes, and the open boundary conditions (temperature, salinity, and
horizontal velocities).

Compared to previous results obtained in a closed domain, the estimated velocity éeld shows a
marked improvement near the southern boundary,with a reasonably strong Agulhas Current leaving
the model domain. The Indonesian throughèow (ITF) is estimated as 2.7 Sv (1 Sv is 106 m3/s)
westward, which is on the low end of the range of previous estimates. The model is able to sharpen
fronts in surface salinity, compared to climatology, and suggests that the low surface salinity values
in the eastern equatorial region arise from advection out of the Bay of Bengal rather than from the
ITF.

Consistent with the closed-domain results, the meridional overturning is dominated by a shallow
(above 500 m), wind-driven cell of 16 Sv maximum, which carries the bulk of the southward heat
transport. We have deéned generalizationsof meridional heat and freshwater transports appropriate
in the presence of a throughèow. The estimated meridional heat transport has a maximum of 0.8 PW
at 12S, maximum freshwater transport is 0.29 Sv southward at 9S. The meridional transport
divergences are well balanced by the surface heat and freshwater èuxes, indicating near-steady state
and small inèuence of the ITF.

1. Introduction

The formulation of open boundary conditions is crucial for every regional (that is, less
than global) model that is run over sufficiently long time to allow the boundary conditions
to inèuence the interior appreciably. The majority of general circulation models (GCMs)3

close the boundaries and employ Newtonian damping to mimic water mass conversion
outside the model domain and to absorb reèections off the wall, hence forming a ‘‘sponge
layer’’ next to the boundary (see, for example, Klinck, 1995 and Döscher et al., 1994 for
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model and application to Atlantic heat transport sensitivity 
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Abstract. We first describe the principles and practical considerations behind the 
computer generation of the adjoint to the Massachusetts Institute of Technology ocean 
general circulation model (GCM) using R. Giering's software tool Tangent-Linear and 
Adjoint Model Compiler (TAMC). The TAMC's recipe for (FORTRAN-) line-by-line 
generation of adjoint code is explained by interpreting an adjoint model strictly as the 
operator that gives the sensitivity of the output of a model to its input. Then, the 
sensitivity of 1993 annual mean heat transport across 29øN in the Atlantic, to the 
hydrography on January 1, 1993, is calculated from a global solution of the GCM. The 
"kinematic sensitivity" to initial temperature variations is isolated, showing how the latter 
would influence heat transport if they did not affect the density and hence the flow. Over 
1 year the heat transport at 29øN is influenced kinematically from regions up to 20 ø 
upstream in the western boundary current and up to 5 ø upstream in the interior. In 
contrast, the dynamical influences of initial temperature (and salinity) perturbations 
spread from as far as the rim of the Labrador Sea to the 29øN section along the western 
boundary. The sensitivities calculated with the adjoint compare excellently to those from a 
perturbation calculation with the dynamical model. Perturbations in initial interior salinity 
influence meridional overturning and heat transport when they have propagated to the 
western boundary and can thus influence the integrated east-west density difference. Our 
results support the notion that boundary monitoring of meridional mass and heat 
transports is feasible. 

1. Introduction 

The impending need to synthesize, basin-wide and globally, 
ocean data such as the entire World Ocean Circulation Exper- 
iment (WOCE) data set including altimetry and the surface- 
forcing data obtained from weather centers and scatterometers 
makes imperative the use of sophisticated ocean general cir- 
culation models (GCMs) to (1) interpolate in space and time 
between the observations and (2) diagnose unobservable but 
important quantities such as vorticity and heat transports. Con- 
versely (and, indeed, prior to all these interpretations), the 
data stream must be used to test and improve the GCMs (the 
stated goal 1 of International WOCE). A very powerful and 
general approach to synthesis is the use of optimization meth- 
ods; we will concentrate on the particular flavor that has be- 
come known as the "adjoint approach" in meteorology and 
oceanography [e.g., Talagrand and Courtier, 1987; Thacker and 
Long, 1988]. (For the roots of adjoint methods in control the- 
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ory and their relationship to sequential estimation, see Wunsch 
[1996].) 

The basic idea is quite simple: A model is defined by an 
algorithm (often realized through a computer code) and its 
independent variables, for example, initial conditions, bound- 
ary conditions, or empirical parameters. A "performance in- 
dex" or "cost function" measures how well a model realization 

matches observations; the cost function is mostly, but not nec- 
essarily, some weighted least squares measure. The optimiza- 
tion determines the independent (or control) variables such 
that the cost function is minimized. If the model is nonlinear 

and large (often with 10s-106 independent variables), iterative 
searches for the optimal solution are among the few practical 
strategies, but they need directional information (which direc- 
tion is downhill?). This gradient or sensitivity of the cost func- 
tion with respect to the control variables is calculated by what 
has become known as the "adjoint model." 

Coding the "adjoint" to a complex numerical code is ex- 
tremely tedious, time-consuming, and error-prone, so it is not 
surprising that until very recently, only few adjoint ocean 
GCMs existed. The first effort was performed by R. B. Long, 
S. M. Hwang, and W. C. Thacker (R. B. Long et al., The 
finite-difference equations defining the GFDL-GCM and its 
adjoint, unpublished report, Atlantic Oceanographic and Me- 
teorological Laboratory, Miami, Florida, 1989), who con- 
structed the adjoint to Cox's [1984] version of the Geophysical 
Fluid Dynamics Laboratory (GFDL) GCM. It took several 
years to transform the prototype into a tool applicable to the 
inversion of hydrographic data (see the descriptions by Tziper- 
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• Submesoscale and internal-wave admitting global ocean simulations

• Surface Waves and Ocean Topography (SWOT) mission

• Impact of ocean submesoscales on atmospheric storms

• An unexpected twist

• Summary and concluding remarks
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Atmospheric carbon dioxide — ice-core data before 1958, Mauna Loa after 1958
(last week, Mauna Loa observations exceeded 430 ppm)



Atmospheric surface temperature increase since industrial revolution

2024 was the 
warmest year
on record,
1.5℃ warmer 
than pre-
industrial 
temperatures.



The ocean is the climate’s reservoir of heat

1 ZettaJoule (ZJ) 
= 1021 Joules
= 67 million

Hiroshima
nuclear
explosions

Ocean absorbs
~7 Hiroshimas
every second

Ocean
Atmosphere



The ocean is the largest active reservoir of carbon 

The ocean 
contains ~90% 
of active carbon
(~50 times 
more than the 
atmosphere) 
and, so far, has 
absorbed 30% 
of human-
generated CO2.



Question: Can we understand and predict the exchange of 
heat, freshwater, carbon, and other properties between the 
global ocean and the atmosphere?

Hypothesis: Submesoscale ocean motions (<50 km), both 
balanced and unbalanced, play a key role in air-sea exchanges 
and vertical property transports in the ocean.
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Model output  available at https://data.nas.nasa.gov/ecco/data.php?dir=/eccodata/llc_4320
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The NASA 
Advanced 
Supercomputing 
(NAS)
Hyperwall
enables
interactive 
visualization of 
multi-petabyte, 
time-varying, 
multivariate 
data.

(Chris Henze,
Bron Nelson,
and others)



Hyperwall at home (created by David Ellsworth)

Hyperwall at home capability allows visual 
exploration of the hi-res simulation from a 
remote workstation.

https://ecco-group.org/world-of-ecco.htm

https://ecco-group.org/world-of-ecco.htm
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Fig. 10. Figure S6 (a), (c) As Figure 4a and 4c but for the total submesoscale vertical heat flux (LF+HF) at 40 m depth, calculated using the hourly data. The total flux reaches
up to 200-500 W/m2 over broad ocean areas. (b), (d) The ratio of HF flux to the LF flux at 40 m depth and of the zonal mean. (c) Surface mesoscale strain rate in winter. Areas
with large mesoscale strain generally correspond to a high submesoscale flux (panel e vs a) and a high ratio of HF to LF (panel e vs b), such as the areas of Kuroshio, Gulf
Stream, high-latitude North Atlantic and ACC. This confirms the likely key role of mesoscale strain in generating these fluxes through sharpening lateral density gradient and
subsequent ageostrophic instabilities (e.g. Thomas 2017; McWilliams 2016). (f) Scatter plot between mesoscale strain shown in panel e and submesoscale flux shown in panel
a, with a correlation coefficient r=0.64. The correlation coefficient between mesoscale strain shown in panel e and the HF/LF flux ratio shown in panel b is also about 0.6.

12 | www.pnas.org/cgi/doi/10.1073/pnas.XXXXXXXXXX Su et al.
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Mesoscale (>50km) vertical heat flux @ 40 m Submesoscale (<50km) vertical heat flux @ 40 m
(based on daily-mean model output) 

Submesoscale (<50km) vertical heat flux @ 40 m
(based on hourly model output) 

Vertical heat transport 
at submesoscales 
(<50km) is an order 
magnitude larger than 
at mesoscales (>50km).

Note that submesoscale 
heat fluxes are up-
gradient, not down-
gradient as is often 
assumed in climate-
model vertical mixing 
parameterizations.

(Su et al., 2018; 2020)

Submesoscale (<50km) zonal-mean heat flux
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IW Dissipation Vertical Profiles

ε

High Resolution(b)

ε

Low Resolution(a)

c

Dissipation and vertical diffusivity 

Internal-wave 
admitting ocean 
simulations can also 
be used for 
dissipation and 
vertical diffusivity 
studies.

Skitka et al, 2024
Momeni et al, 2024
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eNATL60 (1/60 )∘ GIGATL (1km nominal) HYCOM50 (1/50 )∘

FESOM-GS (unstructured to 1km) LLC4320 (1/48 )∘ ORCA36 (1/36 )∘

a b c

d e f

FIO-COM32 (1/32 )∘ HYCOM25 (1/25 )∘

hg

Surface relative vorticity in Gulf 
Stream region scaled by local 
Coriolis parameter for 8 high 
resolution simulations
(Uchida et al. 2002)



The surface Wave and Ocean Topography (SWOT) mission.

SWOT can observe submesoscale processes that 
cannot be observed with nadir altimetry  
(courtesy Matt Archer, JPL).

Launched December 
2022.  Carries a 
Synthetic Aperture 
Radar (SAR) Ka-band 
Radar Interferometer 
(KaRIn).



SWOT observes 
internal waves 
and surface 
swell as well
(courtesy Matt 
Archer, JPL).



chris.henze@nasa.gov
nina.mccurdy@nasa.gov

SWOT Sea Level Anomaly
(SSA) gradient

NASA Ames mirror of L2 and L3 SWOT data:  /export1/nmccurdy/public/swot





Courtesy Chris Henze, NASA Ames



Unfiltered SSH 
gradients

SSH gradients 
associated to 

IGWs

SSH gradients 
associated to BMs

Courtesy Hector Torres, JPL

Dynamical filter used to separate balanced from unbalanced motions



SWOT high-wavenumber signals confront our models with a need for improvement

The wavenumber spectra in global high-resolution models 
capture more high-wavenumber activity than gridded 
AVISO products made from nadir altimetry, and lie close to 
the SWOT spectrum down to about 50 km.

However, the SWOT spectrum has more energy than the 
global models at high wavenumbers.

What is this  high-wavenumber energy? Internal waves? 
Something else? Whatever it is, it is missing from even the 
highest-resolution global models.

Our regional simulations (Thakur et al. 2022) feature much finer horizontal and 
vertical grid spacing than global LLC4320, and they include remotely generated 
internal waves (from global LLC4320) at their lateral boundaries. The regional 
models come closer to the SWOT data but are still insufficiently energetic at high 
wavenumbers.

So, what is missing? Do we need to improve the global models that serve as 
boundary conditions? Do we need even higher resolution in the regional models? 
Larger supercomputers would help!
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Map of surface current speed from a 1/48° global-ocean 
and sea ice simulation carried out using the MITgcm.  
Importantly this simulation includes both atmospheric 
and tidal forcing and it admits submesoscale eddies and 
internal waves.

Preliminary work started in October 2012, with 
successful integration 1/48-deg simulation started in 
January 2014.

Over 200 science publications make use of output from 
this simulation, especially for SWOT pre-launch studies. 

Global, cloud-resolving simulation with GEOS, carried out with 
horizontal grid spacing of 1.5-km.  Up to one year ago, this was 
the highest resolution atmospheric simulation carried out with 
any US global model.

Explicit cloud-resolving simulations provide valuable insight on 
the ‘grey-zone’ of physics parameterizations, where sub-grid scale 
processes are partially resolved.

This engineering demonstration led to rapid development of the 
infrastructure of GEOS to support high-resolution global 
downscaling applications for climate and weather.



GEOS/ECCO Coupled Model (Simulation 2/2020-4/2021) 
Atmosphere+Infrastucture (GEOS GCM)
● Recent GEOS AGCM, including interactive aerosol model + aerosol-cloud interaction
● Horizontal Grid: Cubed Sphere, C1440, approximately 6–7 km grid spacing
● Vertical Grid: Hybrid eta-pressure, 72 levels, approximately 8 levels inside boundary layer, 30 above tropopause
●MAPL (Modeling, Analysis and Prediction Layer) interface to ESMF infrastructure

Ocean (MITgcm/ECCO)
●MITgcm, Hydrostatic primitive equations for velocity, potential temperature and salinity, with an implicit free surface
● Includes tidal forcing
● KPP vertical mixing of Large et al. (1994), non-local term disabled
● Horizontal Grid: Latitude-Longitude-polar-Cap 2160 (LLC2160), approximately 2–4 km grid spacing
● Vertical Grid: 90 levels, 1m resolution near surface, ~300m resolution at 5000m depth

Sea Ice
● Sea Ice Thermodynamics of CICE4.0;
● Sea Ice Advection (each ice thickness category separately) in MITgcm

Atmosphere-Ocean Interface
● “Skin layer” of Price, et al., 1978
● Implicit backward surface flux calculation assures absolute conservation of energy and water across the interface



GEOS/ECCO Coupled Model Output – Visualizations
(Nina McCurdy, David Ellsworth, and others)

Field-by-field animations of GEOS Atmosphere-related output (interpolated to a lat/lon grid):
https://data.nas.nasa.gov/geoseccoviz/geoseccovizdata/c1440_llc2160/GEOS

Field-by-field animations of MITgcm Ocean-related output (interpolated to a lat/lon grid):
https://data.nas.nasa.gov/geoseccoviz/geoseccovizdata/c1440_llc2160/MITgcm/

Additional selected fields with native grid visualizations:
https://data.nas.nasa.gov/viz/data.php?dir=/vizdata/nmccurdy/DYAMOND_c1440_llc2160/native_grid

Additional regionally-focused animations:
https://portal.nccs.nasa.gov/datashare/g6dev/WebGL/geos_dyamondv2.html

https://data.nas.nasa.gov/geoseccoviz/geoseccovizdata/c1440_llc2160/GEOS
https://data.nas.nasa.gov/geoseccoviz/geoseccovizdata/c1440_llc2160/MITgcm/
https://data.nas.nasa.gov/viz/data.php?dir=/vizdata/nmccurdy/DYAMOND_c1440_llc2160/native_grid
https://portal.nccs.nasa.gov/datashare/g6dev/WebGL/geos_dyamondv2.html


1/16° GEOS
water vapor



1/24° ECCO
surface speed



Ocean eddies observed by SWOT explain 30 to 50% of moisture supply from ocean to atmosphere. 
As such, these eddies are a significant driver of the global hydrological cycle.
One key factor is the spatial resolution of ocean eddies and associated currents. High-resolution ocean 
currents  from SWOT observations, combined with microwave and infrared Sea Surface Temperature (SST) 
images, enable reconstruction of SST fronts around mesoscale eddies, which are critical to the estimation 
of latent heat fluxes at the air-sea interface and therefore of moisture supply to the atmosphere. 

(Strobach et al.. 2022)



Ocean submesoscale fronts induce diabatic heating and convective precipitation within storms

Example of submesoscale-
induced convection in the 
GEOS/ECCO simulation at 
153°E in Kuroshio region.

The fields are averaged over 
five days (Dec. 16 to Dec. 21) 
for a–c southerly winds and 
d–f northerly winds

(Vivant et al., 2025)
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2-km grid spacing

4-km grid spacing

8-km grid spacing

16-km grid spacing

AVISO

Carry out  50-year 
regional simulations 
to equilibrate upper 
ocean.

Do Submesoscales 
Affect the Large-
Scale Structure of 
the Upper Ocean?

(Sinha et al., 2023)



The equilibrium stratification 
of the thermocline changes 
drastically as the grid spacing 
is refined from 16 to 8 km 
and mesoscale eddies are 
fully resolved.

The thermocline stratification 
remains largely unchanged, 
however, between the
8-, 4-, and 2-km runs.
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Question: Can we understand and predict the exchange of heat, 
freshwater, carbon, and other properties between the global 
ocean and the atmosphere?

(or is climate the other dismal science, incompletely observed, 
and unboundable in its potentially important pieces?)

A key responsibility of our generation is to start and maintain 
key climate-quality time series that can be used by future 
generations to better understand, predict, and control the 
Earth’s climate.



Hypothesis: Submesoscale ocean motions (<50 km), both 
balanced and unbalanced, play a key role in air-sea exchanges 
and vertical property transports in the ocean.

Almost certainly yes, but there are surprises, e.g., the study of 
Sinha et al. (2023).

What resolution or model parameterizations are sufficient for 
climate simulations with descriptive and predictive skill?


