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Who needs to know 
what the ocean is doing?

Pollutants, search and rescue, ship routing & navigation, acoustics, 
weather prediction, storm surge,  wave state, ecosystem health, 
fish stock assessment, hydrological cycle, Etc.
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Why produce regional ocean data assimilations?
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Why regional assimilations?
• Model setup and data assimilation machinery are tools. 

• One often has a focused set of questions, and regional setups allows 
customized ‘tools’.

• Targeted regional efforts can enable consistency with specific dynamical or 
system components (e.g. eddies, biomass, coastal, new obs platforms). 

• Targeted regional efforts can enable consistency in specific regions or times, or 
with specific observational platforms. 

F . 9: Time-seriesof steric height anomaly integrated from 0 to 500 m depth for (A) north mooring, (B) middle

mooring and (C) south mooring, all in cm. Black color is for the mooring observations, blue color is for the

first-guesssolution, red color isfor theoptimized solution, whitecircleswith black edgeisfor Sentinel-3A along-

track, and finally orange color is for CMEMS absolute dynamic topography. The time-mean for all timeseries

havebeen removed.

QUID-008-032-062.pdf page 12), issues in referencing as we are looking at steric anomalies over410

a relatively short period, or could be a masssignal (e.g., barotropic waves).411

The timeseries analysis of the model outputs at the glider location (Figure 10) show that the412

optimized solution has the closest variability to the glider observation when compared to the first-413

guess solution. Considering the glider observations is assimilated into HYCOM/NCODA, one414
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Targeted efforts can enable reproducing eddies

• Mapped products have formal mapping errors and representation error. 

• Formal mapping error primarily from lack of info: sparse or noisy obs. 

• Representation error comes from low resolution, missing physics, or errors in the model-data 
synthesis methodology. 

• Mapping methods vary substantially, primarily with regards to how covariance estimates are 
determined and the level of physics included. 

• Representation error: must choose what scales are signal or noise.
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The science:
The model is our hypothesis of how the world works. 

We make assumptions for computational efficiency. 

If we understand the ocean, those assumptions will give us the expected answers. 

If we don’t understand, we must go back & make a new hypothesis – a new model

How do we model ocean vertical transport?

How do we forecast ocean sea level?

Once we have a good model (i.e. the forward problem), we 
can better use observations (i.e. the inverse problem)
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SSH forecasting in the tropical Pacific Ocean



Sources of forecast error: 
model params, initial conditions, boundary conditions
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2.1. Physical and BGC M odel Conf iguration

We use two model configurations, one at 1/3° and another at 1/12° zonal resolution that are identical to 

those in Swierczek et al. (2021). Meridional spacing is chosen to maintain ∆x =  ∆y. This corresponds to cell 

widths of 32 km at the northern boundary and 19 km at the southern boundary for the 1/3° model, and 8 

and 5 km for the 1/12° respectively. The 1/3° (1/12°) model has 52 (104) vertical levels that vary in height 

from 4.2 to 400 m (2.1–200 m), with 33 (66) levels in the upper 750 m. The domain extends from 70°W to 

8°W and from 60°S to 30°S and includes a 1° / restoring layer along each lateral boundary. Model time-step-

ping is achieved with a third order Adams-Bashforth scheme that features implicit vertical diffusion and 

viscosity, a nonlinear free surface, exact volume conservation, and z* time-varying vertical coordinates of 

Adcroft and Campin (2004). Bathymetry is derived from ETOPO1 (Amante and Eakins, 2009; NOAA Na-

tional Geophysical Data Center, 2009). We use 30-min time steps in the 1/3° model and 2 min in the 1/12°. 

Parameterizations of mixed layer and viscosity are implemented using the GGL90 (Gaspar et al., 1990) and 

modified Leith schemes (Adcroft et al., 2011), respectively.

Open ocean boundary and initial conditions for the two models are provided by the BGC Southern Ocean 

State Estimate (BSOSE (Verdy & Mazloff, 2017)), a data assimilation ocean–sea ice coupled product that 

gives a 1/6° solution of the Southern Ocean for the period 2013–2018. We use monthly fields from itera-

tion 122 of BSOSE for lateral forcing of both physical and BGC fields. ERA5 (Copernicus Climate Change 

Service (C3S), 2017; Hersbach et al., 2020) atmospheric reanalysis provides hourly surface forcing. The 

Coordinated Ocean-Ice Reference Experiments (CORE) Corrected Normal Year Forcing Version 2.0 da-

tasets (available at https:/ /data1.gfdl.noaa.gov/nomads/forms/core/COREv2/CNYF_v2.html) (Large & 

Yeager, 2009) give monthly river runoff  estimates. Our models do not feature sea ice, tides, or mesoscale 

eddy parameterizations.

N-BLING (Galbraith et al., 2010) is a BGC model of intermediate complexity for the ocean that is cou-

pled with the MITgcm. Section 2.2 of Verdy and Mazloff (2017) provides a schematic and description for 

N-BLING. We use atmospheric pCO
2
 estimates from the Cape Grim station (obtained from http:/ /www.

csiro.au/greenhouse-gases). Both physical and BGC model parameters can be found both in Swierczek 

et al. (2021) and in the repository reference in the Code Availability section.

Figure 1. Bathymetry of  Argentine Basin and surrounding area with model domain outlined in whit e, and large and 

small wind stress anomaly areas outlined in black. 1,000-m cont ours are shown. The large wind stress anomaly area 

covers where the Malvinas Current branches off  from the Antarctic circumpolar current (ACC) (55° W, 55° S) and the 

Brazil-Malvinas Confluence (55° W, 38° S), both turbulent ar eas, while the small perturbation is select ed away from 

those areas.
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Investigating Predictability of 

DIC and SST in the Argentine 

Basin Through Wind Stress 

Perturbation Experiments

Swierczek et al, 2021

Forecast errors due to amplification of initial condition errors by flow instabilities.

● What skill can be achieved for what lead times? 

● May be addressed by increasing or reallocating observations, which requires 

understanding their structure. What and where to observe to maximize predictability?

● Can we control/damp the chaotic behavior and then parameterize the impact?

● Can we derive a nudging in the form of a                                               

parameterization of the chaotic processes?



Sources of error: Forecast errors due to amplification of IC errors by flow instabilities.
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the “real ocean.”  Figure 4c shows the results of this calculation, and suggests the 1/3° model can explain at 

least 50% of the variance of the ‘real ocean’ for about 8 days. We include the skill of the initial 1/12° state 

used as a persistence forecast.

We perform the same RMS and skill calculations and create additional plots (all in Supporting Informa-

tion S1) for different combinations of variables and seasons. Surface T and DIC for winter (Figures S4 in 

Supporting Information S1), upper 100 m T and DIC for summer (Figure S3 in Supporting Information S1) 

and winter (Figure S5 in Supporting Information S1), surface dissolved oxygen (DO) and chlorophyll for 

summer (Figure S6 in Supporting Information S1) and winter (Figure S8 in Supporting Information S1), 

and upper 100 m DO and chlorophyll for summer (Figure S7 in Supporting Information S1) and winter 

(Figure S9 in Supporting Information S1) are included. Based on these plots, we can conclude the following: 

(a) T, DIC, DO, and chlorophyll are more sensitive to wind stress perturbations at the surface in summer 

than in winter (see Figure 4, and S4, S6, and S8 in Supporting Information S1). In summer each responds 

Figure 4. The root mean square (RMS) magnitude of  the summer (a) SST and (b) surface DIC responses to the large 

and small wind anomalies plot ted against time. The bold colors show the large area responses and the pale colors show 

the small area responses. The blue colors represent the 1/3° models and the r ed represent the 1/3° models. The 1/3° 

models' response decays for longer times than the 1/12° models for both experiments. While the RMS is smaller for the 

small area wind anomaly response, that RMS stops decaying and begins to increase sooner than the response of  the 

large area anomaly response. (c) Forecast skill of  the 1/3° model with r espect to the 1/12° model. The 1/3° model is able 

to account for at least 50% of  the variance for about 8 days.

 1
9

4
4

8
0

0
7
, 2

0
2

1
, 2

1
, D

o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s://a

g
u

p
u

b
s.o

n
lin

e
lib

ra
ry

.w
ile

y
.c

o
m

/d
o
i/1

0
.1

0
2
9

/2
0
2
1

G
L

0
9
5

5
0
4

 b
y
 U

n
iv

ersity
 O

f C
a
lifo

rn
ia

, W
ile

y
 O

n
lin

e L
ib

rary
 o

n
 [1

1
/0

6
/2

0
2

3
]. S

ee
 th

e T
e
rm

s an
d

 C
o

n
d
itio

n
s (h

ttp
s://o

n
lin

e
lib

rary
.w

iley
.c

o
m

/te
rm

s-an
d
-c

o
n

d
itio

n
s) o

n
 W

ile
y

 O
n

lin
e L

ib
rary

 fo
r ru

le
s o

f u
se; O

A
 a

rtic
le

s are
 g

o
v

ern
ed

 b
y

 th
e a

p
p
lic

ab
le

 C
re

ativ
e C

o
m

m
o

n
s L

ic
en

se

1/3 model loss of predictability about 7 weeks 

1/12 model loss of predictability about 3 weeks

Sources of error: Forecast errors due to amplification of IC errors by flow instabilities.
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the “real ocean.” Figure 4c shows the results of this calculation, and suggests the 1/3° model can explain at 

least 50% of the variance of the ‘real ocean’ for about 8 days. We include the skill of the initial 1/12° state 

used as a persistence forecast.

We perform the same RMS and skill calculations and create additional plots (all in Supporting Informa-

tion S1) for different combinations of variables and seasons. Surface T and DIC for winter (Figures S4 in 

Supporting Information S1), upper 100 m T and DIC for summer (Figure S3 in Supporting Information S1) 

and winter (Figure S5 in Supporting Information S1), surface dissolved oxygen (DO) and chlorophyll for 

summer (Figure S6 in Supporting Information S1) and winter (Figure S8 in Supporting Information S1), 

and upper 100 m DO and chlorophyll for summer (Figure S7 in Supporting Information S1) and winter 

(Figure S9 in Supporting Information S1) are included. Based on these plots, we can conclude the following: 

(a) T, DIC, DO, and chlorophyll are more sensitive to wind stress perturbations at the surface in summer 

than in winter (see Figure 4, and S4, S6, and S8 in Supporting Information S1). In summer each responds 

Figure 4. The root mean square (RMS) magnitude of  the summer (a) SST and (b) surface DIC responses to the large 

and small wind anomalies plot ted against time. The bold colors show the large area responses and the pale colors show 

the small area responses. The blue colors represent the 1/3° models and the r ed represent the 1/3° models. The 1/3° 

models' response decays for longer times than the 1/12° models for both experiments. While the RMS is smaller for the 

small area wind anomaly response, that RMS stops decaying and begins to increase sooner than the response of  the 

large area anomaly response. (c) Forecast skill of  the 1/3° model with respect to the 1/12° model. The 1/3° model is able 

to account for at least 50% of  the variance for about 8 days.
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• The 1/3 is more predictable. 

• But the 1/3° model response is only consistent with the 1/12° model 

for about 8 days calling into question the potential predictive skill of 

the coarser model at longer lead times. 

Fraction of variance explained of 1/12 response by 1/3 model

1/3 can explain >50% of variance for about 8 days

Can we derive a nudging in the form of a parameterization of the 

chaotic processes?

Sources of error: Forecast errors due to amplification of IC errors by flow instabilities.



MIT state estimates      HYCOM/NCODA         
 AVISOApril 2011

April 2010

Sea surface height 
(m) along 20oN.
Eddy detection 
applied with 
criteria that 
lifetime greater 
than 4 weeks.
The eddy locations 
shown in blue 
(CCW) and black 
(CW)







Targeted efforts can enable

• Reproducing eddies: currently intrinsic eddies only controllable with initial conditions. 

• Consistency with specific system components (e.g. BGC, coast, internal waves)

• Consistency in specific regions or times, or with specific obs platforms. Here the optimization problem can be 
framed to prioritize consistency 

• Observing system design

• Forecasting: goal of state estimate is to provide forecast initialization

• Development

ECCO software enables 
numerous applications 

Flagship:  1992 to 
present production run



SWOT altimeter, 1-day repeat

4D-Var assimilation for SWOT: 

from geostrophic balance to 
km-scale dynamics

Observing system 

California Current System (CCS)



Balanced 

geostrophic 

motions:

Linear 

processes

Unbalanced 

ageostrophic 

motions:

Nonlinear 

processes

Nadir 

altimetry

SWOT

● How do we take advantage 

of SWOT’s spatial 

resolution, without 

corresponding temporal 

resolution?

● Our goal: with 4D-Var 

assimilation, use data to 

constrain dynamics

The SWOT Challenge
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Observed and modeled SSH

State estimate 

(iteration 39)

Forward model run 

(iteration 0)

Observations



SWOT withheld

SWOT assimilated

Independent data 

(not assimilated)



HF radar misfits vs time
u on 5/15/2023

v on 5/15/2023



Targeted efforts can enable

• Reproducing eddies: currently intrinsic eddies only controllable with initial conditions. 

• Consistency with specific system components (e.g. BGC, coast, internal waves)

• Consistency in specific regions or times, or with specific obs platforms. Here the optimization problem can be 
framed to prioritize consistency 

• Observing system design

• Forecasting: goal of state estimate is to provide forecast initialization

ECCO software enables 
numerous applications 

Flagship:  1992 to 
present production run



Regional models are great for targeted efforts

• Reproducing small scales

• Consistency with specific system components, regions, 
times, obs platforms

• Observing system design

• Forecasting

• Development

But beware the open boundaries!!!



Gulf of Mexico State Estimation and Prediction

Observing system 

design for loop current 
and eddy shedding

• SSH along-track 
anomalies

• Gridded OI-SST
• Argo program T/S  profiles
• CPIES T/S profiles



Forecasting the loop current
Gopalakrishnan et al 2013

End of 2 month state 
estimate

Forecast at 1 month Forecast at 2 months

AVISO at particular time



Philippine Sea 
State Estimate

Eddies drive 
transport 
across box. 
Nonlinear 
dynamics 
dominate, but 
eddies persist 
for many 
months.  
Can we 
estimate eddy 
fluxes?


